HUBII

bornbLune A3bIKOBble MOOENW
Ruadapt

K.30.-M.H. Tuxommpos M.M.

CTapLnn Hay4YHbIN COTPYOHUK
HUBL MI'Y nmenn M. B. JlomoHocoBa
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ocT nonynsapHocTtu LLM B mupe

MoCROBCRUIA
rocyAapCTBeHHBI
YHUBEPCUTET

umeHu M.B.lomoHOCcOBa
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MocROBCRUII

i % T'OCYAapCTBEHHBIN

i/ ynuBepcurer
umenu M.B.JlomoHoCOBa

Poct nonynsapHoctu LLM B mupe

OueHka ctoumocTtn LLM komnaHnn nHeBectopamum

e Mistral - 5.8 munnuappa
e XAl -24 munnnapga

e Anthropic - 40 munnunapoos
e OpenAl - 157 munnunapaoos

[na cpaBHeHna (market cap):

e Siemens ~ 150 munnnapaos
e Nvidia ~ 3 Tpunnunona (poct x10 3a 4 roga)



MOCKOBCRIII
T'OCYAapCTBEHHBIN

)/ yuuBepcurer
MMMMM M.B.JIoMoHOCOBa

f3bikoBOE MoaenupoBaHue

713bIKOBbIEe MOAeNnun OLIEHMBAIOT BEPOATHOCTb PAa3JINYHbIX

TEKCTOBbIX CyU.lHOCTeVIZ CMMBOJSIOB, CJ10B, NOcneaoBaTeNbHOCTEN
CJ10B.

e [lepBbiM 4eNOBEKOM B KOCMOCE Oblf ?
e Y10 npaBgonogobHee:

O 4 Cbes XapeHbIN rBo3a4b VS A CbeSl XXapeHbIN CTEUK



MOCKOBCRIII
T'OCYAapCTBEHHBIN

i)/ yHuBepcuUTET
MMMMM M.B.JIoMoHOCOBa

'oe none3Ho A3bIKOBOE MoAaesimpoBaHue

Bce mbl peryJsiapHoO CctalikmBaemMcad C A3bIKOBbIM MOAEJNTMPOBAHUEM.

ABTOOOMNOMHEHME Ha KIlaBuaTypax TenegoHoB.
[Toackaskn B MOUCKOBbLIX CUCTEMAX.
cnpasneHne owmMboK B MONUCKOBbLIX CUCTEMAX.
Pacno3HaBaHue peun n ap.

Go g|e A36IKOBOE MOTENNPOBaHNe X

KaptuHkn Buneo Mokynkn Hoeoctu Kaprel KHurn Asuabunets

Showing results for a3bikoBoe ModeniuposaHue
Search instead for a3bikoBoe MoTenuposaHue

Bukuneaus
W ST t :
https://ru.wikipedia.org > wiki > A3 Translate this oage° s
AsbikoBas moaenb@
A3bIKOBAR Mogenb — 370 pacnpefeneHne BepoATHOCTEN MO NOCNEA0BaTENbHOCTAM CMOB A

6ol NocneaosaTeNbHOCTH CNOB ANWHBI M A3LIKOBaA MOLENb npucsauvsaetr



MOCKOBCRIII
T'OCYAapCTBEHHBIN

i/ yauBepcurer
MMMMM M.B.JIoMoHOCOBa

Seq2Seq Ao TpaHccgopmepoB

good morning <eos>

e BekTop hmHanbHOro coctosiHmA
OOIMKEH XPaHUTb BCHO T T T
NHopMaLMIO N3 NPEeanoXeHus

b

e [lo cyTn aBnseTca BEKTOPHbLIM hy h, hs hy ) s, S3
npeacrasrneHnemM T T T T T I T
(ambenamHrom) npeasioxXeHus SR s I O s I s = I e O ‘

l |

e TepseTt nHpopmaumo Ha T T T T T T T

ﬁgglll:lleHﬂbg(BaTeﬂ bHOCTAX T x I T I I T

<sos> guten morgen <eos> <s0s> good morning



MexaHnam BHumaHusa (2014)

MOCKOBCRIII
T'OCYAapCTBEHHBIN

i)/ yHuBepcuUTET

umeHu M.B.lomoHOCcOBa

ABTOKOAMPYOLLAA MoAeb COCTOUT U3: To

e Encoder(text) -> vector: nepesoant C; = Zaijhg
TEKCT B He0OX0AnMMoe BEKTOPHOE J=1
npeacTraBneHune _ exp (€s5)

e Decoder(vector) -> text:

paclumdpoBbIBaET NpeacTaBrneHne B
OTBET MoAenu

€ij = a’(si—la hg) h1 h2 h3 > — hT
NMpobGnema: B vector nomeLlaeTcs
TONMbKO OBOLLIMA KOHTEKCT _ _ _ _
h, (1 h,[e1 hyf— <h,
PewieHue: COXpPaHATb BEKTOPbI A4
Ka)xgoro crioea n nogdupartb HyXHble
X ¢ abvparb Hy X X X Xt
noa Kaxkabin war decoder
Bahdanau, Dzmitry, Kyunghyun Cho, and Yoshua Bengio. "Neural machine translation by jointly learning to align and translate." arXiv preprint 7

arXiv:1409.0473 (2014).



Transformer (2017)

MOCKOBCKILIL
rocyAapCTBeHHBI
VHUBEPCUTET
nmeHu M.B.JloMmoHOCOBa

cxogHo encoder-decoder apxutekTypa.

Kaxabin 6nok oguHaKoB 1 nocrnenoBaTernbHO
npeobGpa3yeT BXOOAHOW BEKTOP B BbIXOQHOW BEKTOP
TOW >Xe pa3MepHOCTN.

I am a student

P ? QY
( ENCODER ] [ DECODER )
LY 4
[ ENCODER J [ DECODER J
4 [

[ ENCODER ] [ DECODER J
4 4
( ENCODER ] [ DECODER ]
4 4
( ENCODER } [ DECODER )
4 4
( ENCODER J [ DECODER J
. X &,

Output
Probabilities

Add & Norm

Feed
Forward

((Add & Norm |<_:
FazskalEm ] Mutti-Head

Feed Attention

Forward Nx
N Add & Norm
f->| Add & Norm Masked
Multi-Head Multi-Head
Attention Attention
1t L
o J L "
Positional | Positional
Encodin D @ i
coding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right) 8

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems 30 (2017).



Busyanusauusa Self Attention

MOCKOBCRIII
T'OCYAapCTBEHHBIN

i/ yauBepcurer
MMMMM M.B.JIoMoHOCOBa

e [he animal didn't
cross the street
because it was too

tired”

K yemy oTHOCKUTCSH

it: animal nnu
street

Layer:| 5 5| Attention:
[
The_
animal_
didn_

t

Cross_
the_
street_
because_
it_
was_
too_
tire

d

Input - Input

The_
animal_
didn_

L
Cross_
the_
street_

because_

i |

was_
too_
tire

d



OpenAl GPT-1 (2018)

MoCROBCRUIA
T'OCYAapCTBEHHBIN
i)/ yHuBepcuUTET
MMMMM M.B.JIoMoHOCOBa

e 12 cnoes Transformer decoder (~117 mnH.),
e OO6yyeHue B 2 3Tana:

o [lpenoby4yeHue (pre-training) Ha 3agade
MoAesiMpoBaHUs A3blKa
max Z log P(w;|w;_1...wq; ©)
© 0<i<n
W - CnoBa nocregosaTefnibHOCTH, O - napameTpbl
mMoaenu

o JloobyuyeHue (fine-tuning) Ha UeneBble 3agayun

e [lpenoby4yancs ToNbKo Ha XyO0XeCTBEHHOM
nuTepatype

Output

Probabilities

Nx

[ Add & Norm }

Masked
Multi-Head
Attention

2
————/

o Positional
Encoding
Output

Embedding

I

Outputs
(shifted right)

10

Radford A. et al. Improving Language Understanding by Generative Pre-Training, 2018, https://openai.com/research/language-unsupervised



OpenAl GPT-1: oueHKa KayecTBa @ ynaepenren

umeHu M.B.lomoHOCcOBa

Method MNLI-m MNLI-mm SNLI SciTail QNLI RTE
ESIM + ELMo [44] (5%) - - 89.3 . : -
CAFE [58] (5x) 80.2 79.0 89.3 - - -
Stochastic Answer Network [35] (3x) 80.6 80.1 - - - -
CAFE [58] 78.7 119 88.5 83.3
GenSen [64] 71.4 713 - - 823 59.2
Multi-task BiLSTM + Attn [64] 72.2 721 - - 82.1 61.7
Finetuned Transformer LM (ours) 82.1 81.4 89.9 88.3 88.1 56.0
Method Story Cloze RACE-m RACE-h RACE
val-LS-skip [55] 76.5 - - -
Hidden Coherence Model [7] 77.6 - - -
Dynamic Fusion Net [67] (9x) - 55.6 494 o
BiAttention MRU [59] (9x) - 60.2 50.3 53.3

Finetuned Transformer LM (ours) 86.5 62.9 57.4 59.0 »




MpenobyyeHme A3bIKOBLIX Moaenen @ i

MMMMM M.B.J/lomoHOCOBa

Cawmbln goporoun atan oby4yeHunsd
A3bIKOBbIX Moaeneun

A3blkoBbIE MOAENN oby4YaroTcsa Ha
TepabanTtax TEKCTOBbIX AAaHHbIX B
TEYEHNE HECKOSTbKNX MECSALIEB
npeackasbiBaTh crneayroulee
CII0OBO

B mogenb 3aknagbiBaloTca 3HaHUSA
O MUpEe U1 O A3blKe

HeobxoauMbl BblMUCTIUTENbHbIE
KnacTtepbl C TbiICAYaMM
BuaeokapT

12



MOCKOBCRIII
T'OCYAapCTBEHHBIN

i/ yauBepcurer
MMMMM M.B.JIoMoHOCOBa

UHCTPpYyKTUBHOE [O00OYy4YeHue

Ha aTtane npenobyyeHunsi, Mogens
Hay4unacb MOHMMAaTb TEKCT, HO He
oTBe4YaTb Ha BOMpPOChHI!

CHoBa 3aaayva A3bIKOBOro
MoaennpoBaHUs, HO Ha
crneuuanbHO NOAroTOBMNEHHbIX
ananorax

3aHunmaeT meHee 0.1% BbluncneHun
MO CpaBHEHUIO C NpeaodyyeHnem

13



MoCROBCRUIA
T'OCYAapCTBEHHBIN
i)/ yHuBepcuUTET

umeHu M.B.lomoHOCcOBa

GPT-2 (2019) — yHnBepcanbHbIU reHepaTop
TEKCTOB

e YnydweHHas apxXuUTeKTypa:
npeaBapuTernibHaa Hopmanusauma (Pre-LN)
BXOOHbIX JaHHbIX ONnA cTabunusaumm rpagueHToB

. 5 15 B Pre-LN (init)
e bonblle napameTpoB: g | mm= Post-LN (init
B 4 pasa bonbwe cnoes (1.5 mnpa napameTpoB) 2 P =t O )
— bonblue noTeHumnarnbHbIX 3HaHUK (capacity) niy
C
. 20.5 i '
e HoBas napagurma: 000N TEKCT COOEPXKNUT o I I I I I 1
® .
NoACKa3Ku K reHepaumm (prompt) n obyyasco Ha © 0.0 W5 80— Mo KL M- KL

BonbLLIOM Habope TEKCTOB MOAeSb YYNTCH UX Layer

NOHUMATb

14
Radford A. et al, Language Models are Unsupervised Multitask Learners, 2019, https://openai.com/research/better-language-models



MoCROBCRUIA

§ TOCyZapCTBEHHBIN
i/ ynuBepcurer
MMMMM M.B.JIoMoHOCOBa

GPT-2: natacet ans npegobyyeHus

e Cospanu ceon Habop aaHHbIX (WebText),

e bpanu ccoinkn ¢ Reddit, koTopble UMenn OOCTaTouHbIN PENTUHT (45
MJTH. CCbINOK),

e [lononHuTternbHas OYMCTKa Ha OCHOBe pAda 3BPUCTUK, Aeayonukauuns,

e HamepenHo yoanunun Wikipedia ccbinkun ns WebText,

e |itoro 40GB TekcToB UM 8 MNH. JOKYMEHTOB.

OpgHa 13 OCHOB ycrexa Mogenu - Ka4ecTBeHHbIU HAabop AaHHbIX A4
npenodby4vyeHuns!

15



GPT-2: zero-shot BO3MOXHOCTH

MOCKOBCKILIL

rocyAapCTBeHHBI

YHIIBEPCUTET

umeHu M.B.lomoHOCcOBa

Reading Comprehension Translation Summarization 75 Question Answering
90 HONEN == ——— 55 |Unsupervised Statistical MT---- oI L
80 1 ;" 301 8 1 1Open Domain QA Systems 1T 1
20 4 — 28 |PGNet---m e
70 1 L
DrQA+PGNet ~- -~ . 9 %6 > 61
5 15 {Denoising + Backtranslate ----1 e} -
o 6D 4 © {Seq2seq + Attn-—— -~ -] 3
DIrQA -~ o el 24 q a 2 n
50 | 101 {257 N
PGNet------—— e © Random-3-- 4 |
To
0 20 1
4 51 2 21
| 181 -~~~ _most freq Q-type answer
30
117M 345M 762M  1542M117M 345M 762M  1542M117M 345M 762M  1542M117M 345M 762M  1542M
# of parameters in LM # of parameters in LM # of parameters in LM # of parameters in LM
16

Radford A. et al, Language Models are Unsupervised Multitask Learners, 2019, https://openai.com/research/better-language-models



GPT-2: zero-shot BO3MOXHOCTH

MOCKOBCRIII
T'OCYAapCTBEHHBIN
VHUBEPCUTET
MMMMM M.B.J/lomoHOCOBa

R-1 R-2 R-L | R-AVG
Bottom-Up Sum | 41.22 18.68 38.34 | 32.75
Lede-3 40.38 17.66 36.62 | 31.55
Seq2Seq + Attn | 31.33 11.81 28.83 | 23.99
GPT-2 TL;DR: | 29.34 8.27 26.58 | 21.40
Random-3 28.78  8.63  25.52 | 20.98
GPT-2 no hint 21.58 4.03 19.47 15.03

Table 4. Summarization performance as measured by ROUGE F1
metrics on the CNN and Daily Mail dataset. Bottom-Up Sum is
the SOTA model from (Gehrmann et al., 2018)

[NobaeneHue TL;DR: nosbiwaet ROUGE-1 ¢ 21.5 g0o 29.3 (noagckasku K

reHepauun!)

17



MOCKOBCRMIL
% TOCyAapCTBEHHBIN
i/ ynuBepcurer

umeHu M.B.lomoHOCcOBa

NMpnmep nopoxpaeHMa HOBOCTEM (Mepesos)

NMopBopka: LLokupyrowasi HaxoOKa: y4eHbIl 06Hapyxus cmado eOUHOPO208, XUBYUUX 8
omdarneHHoU, paHee Heu3gedaHHOU AosuHe, 8 AHOax. Ewe 6ornee yousumernbHbIM Orisi
uccnedosamernel 6bi510 Mo, YMo eQUHOPO2U MPEeKPacHO 2080PUJIU MO-aH2JIUUICKU.

GPT-2: [loktop Xopxe [Nepec, bGuonor-aBonoumoHNCT n3 YumBepcuteta Jla-lNaca, un
HEeCKOSIbKO ero ToBapuilen uccrnegosanm AHAbI, KOrga OOHapyXXUnm HeGonbLUYHo
AONUNHY, rae He ObIfo ApYrnx XXMBOTHbLIX UK ntogen. MNepec 3ameTun, 4To B AONUHE
€eCTb YTO-TO MNOXOXee Ha eCTeCTBEHHbIM POHTAH, OKPY>KEHHbIW ABYMS NUKaMM cKasibl U
cepebpuCTbIM CHEIOM.

[Mepec n ocTanbHble OTAPABUINMUCHL Aanblue B AONWHY. ... [lepec u ero apy3bs Obinu
nopa)keHbl, yBUAEB CTaA0 €AMHOPOroB. OTUX CYLLIECTB MOXHO ObINO YBUAETHL C
BO3[yXa — OHW ObINK Tak BriM3Ko, YTO MOIMMN KOCHYTbCSI CBOMMMW pPOramu.

N3y4asa 3TUX NpuUYyanuBbIX CYLLIECTB, Y4eHble OOHaAPYXMUNK, YTO CyLlecTBa TaKxke
roBOPUIIN Ha AO0BOJSIbHO OObLIYHOM aHINIMNCKOM SA3bIKE. .. 18




MOCKOBCRMIL
% TOCyAapCTBEHHBIN
i/ ynuBepcurer

umeHu M.B.lomoHOCcOBa

GPT-3 (2020) — nepBasi kKommep4yeckast MoAenb

e OpueHTaumuAa Ha PbIHOK: MOJENb Kak 0brnayvHbIN CepBUC

e 175 mnpp napameTpoB: 96 croes Transformer-decoder

e OnTumMmusauusa NoTpedrieHNs1 NamATU: NOSIoBMHA CNOEB BHUMAHUA
NCNOSMb3YIOT paspeXxeHHble MaTpuubl (JToKanbHble OKHa)

e Pa3Butue napagurmol noaBoaok (prompt):
“‘oby4yeHune B KoHTekcTe” (in-context learning)

e OOyYeHUe Ha fOBEpPEHHbIX AAHHbIX: NpUMepbl ANA 00y4YeHnd
CMeLLUMBaKOTCA NPOMNOPLMOHanbHO UX Ka4yeCTBY (CorrmacHo akcnepTam)

e B 15 pa3 6onble gaHHbIX: JoOaBneHa ovYnLeHHas KomneKkums
CommonCrawl (570GB) n gBa HoBbIX kKopniyca kHur (95GB)

19
Brown T. et al., Language Models are Few-Shot Learners, 2020, arXiv:2005.14165



“Oby4yeHune B KOHTEKCTe” @ rooyRepoTerm

umeHu M.B.lomoHOCcOBa

CraHpapTHasa nogaBoaka “OobyyeHue B KOHTEKCcTe”
Zero-shot Few-shot
The model predicts the answer given only a natural language In addition to the task description, the model sees a few
description of the task. No gradient updates are performed. examples of the task. No gradient updates are performed.
Translate English to French: task description Translate English to French: task description
cheese => prompt sea otter => loutre de mer examples

peppermint => menthe poivrée
plush girafe => girafe peluche

cheese => prompt

20



“Oby4yeHune B KOHTEKCTe” paboTaeT TONMbKO AnNA
oonbwux moaerneun (onpoBeprHyTo B byayLiem)

MoCROBCRUIA
rocyAapCTBeHHBI
YHUBEPCUTET

umeHu M.B.lomoHOCcOBa

One-shot
1

Zero-shot Few-shot

Natural Language
Prompt

\

60

50

40

30 No Prompt

Accuracy (%)

20

10

Number of Examples in Context (K)

Mpumep pelsaemon 3agaum:

1.3B Params

175B Params

Please unscramble the letters into a word,
r elc.i pr o.c a/l-=

and write that word:

reciprocal

CpepHsasa 3achheKTUBHOCTb
Ha Bcex 3agavax:

b Aggregate Performance Across Benchmarks
+— Few Shot
—e— One Shot

80 —e— Zero Shot

60

Accuracy

0.8B 1.3B 2.6B 6.%8 13B
Parameters in LM (Billions)

0.4B 175B

21



FLAN (2021) — nooby4deHune Ha ABHbIX GQMW
MHCTPYKLMSIX 3aMeHSIET “0ByYeHmne B KOHTeKcTe” B

Premise

Russian cosmonaut Valery Polyakov
set the record for the longest
continuous amount of time spent in
space, a staggering 438 days,
between 1994 and 1995.

Template 1
<premise>

Based on the paragraph

~

above, can we conclude that

<hypothesis>?

J

<options>
Hypothesis # .

Russians hold the record for the
longest stay in space.

Target Options:
Entailment '=D =yes
Not entailment = 00

Wei J. et al. Finetuned Language Models Are Zero-Shot Learners ICLR 2022.

Template 2

<premise>

Can we infer the following?
<hypothesis>

<options>

Template 3

Read the following and A
determine if the hypothesis can
be inferred from the premise:

Premise: <premise>
Hypothesis: <hypothesis>
<options>

C

N J
Template 4. ...

22




Tonbko 6onblUMe Mogenu NOHUMaKOT “Djmg
WHCTPYKLUU

I OnpoBeprHyToO B JasfibHENLLEM B COBPEMEHHOM MOHUMaHUK instruct tuning

Performance on held-out tasks 63.8 67.4
70 . : i
> Instruction tuning § 60 |
& o
3 < £ 49.4
g% 60 % i 39.2
b= D 0-
% & Untuned model 31,0 33.0 I
& Q@ 50 .
R 20
o< Task Cluster: Coreference  Translation  Struct to text
D2 40 # datasets: Zero-shot FLAN
o <
g . 80 800 808 g Few-shot FLAN
30048 2B 8B 688 137B
Model Size (# parameters) ® 547 593 59 6 60.0
2 60 :
@©
E
Few-shot - “06yyeHune B KOHTEKCTE” S i
Ha 5 npumepax =
20
Task Cluster: NLI Read. Comp Closed- Book QA Commonsense

# datasets: 7 4



MOCKOBCKILIL
TOCYAapPCTBEHHBII

YHUBEPCUTET
umeHu M.B.lomoHOCcOBa

Chain-of-thought (CoT): noBbilleHne KayecTBa
6e3 nooby4veHus

s

Standard Prompting Chain of Thought Prompting

~ -

~

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

A:
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

y

A:

A: The answer is 27. x

answeris 9.

https://ai.googleblog.com/2022/05/language-models-perform-reasoning-via.html 24



ABTOMaTU4YeCKUe paccyxaeHns BO3MOXHbI C FL@

MoCROBCRUIA
rocyAapCTBeHHBI
YHUBEPCUTET

umeHu M.B.lomoHOCcOBa

& Input Text )
: , . I
Answer the following question by reasoning step-by-step.
An earthquake caused four buildings to collapse. Experts
predicted that each following earthquake would have double the
number of collapsing buildings as the previous one, since each
one would make the foundations less stable. After three more
earthquakes, how many buildings had collapsed including those
from the first earthquake?
4
Flan-PaLM output
/ Step-by-step reasoning process: The second earthquake \
caused 2 * 4 = 8 buildings to collapse.
The third earthquake caused 2 * 8 = 16 buildings to collapse.
The fourth earthquake caused 2 * 16 = 32 buildings to
collapse.
In total, the earthquakes caused 4 + 8 + 16 + 32 = 60
buildings to collapse.
\ The answer is 60. /
- 4

Normalized average (%)

60

40

20

Chain-of-thought nHCTpyKLMM HeOOGXOAUMBI
AN coXpaHeHnst CNocobHOCTM paccyxaaTb

Held-out CoT benchmarks Held-out non-CoT benchmarks

60
40
20 |-
0
8B o 540B 8B 62B 540B
—s)— CoTI + non-CoT s N Model size (# parameters) 55
25

Chung H. et al. Scaling Instruction-Finetuned Language Models //arXiv preprint arXiv:2210.11416. — 2022.



InstructGPT

MoCROBCRUIA
T'OCYAapCTBEHHBIN
i)/ yHuBepcuUTET

umeHu M.B.lomoHOCcOBa

e GPT-3 B ocHOBe,
e VHCTpyKUUN,

e RLHF (oby4yeHue c nogkpenneHnem).

[Nonb3oBaTtensm HY>XHO HE CTOJ1bKO
npoAaoJIXKeHne TeKCta, CKOJ1bKO
cnenoBaHne MHCTPYKLUUAM.

Ouyang L. et al. Training language models to follow instructions with human feedback //arXiv preprint arXiv:2203.02155. — 2022.

3aTpaBKa:

CKOmnbKO X€EH B camblin pa3? Tpu nnn ogHa?

GPT:

Ha Bonpoc Ha Takon eCcTb OTBET MNPOCTOM -
Ecnu 6 a Obin cyntaH - 66111 661 XonocTon!

InstructGPT:

OpHa

26



MoCROBCRUIA
T'OCYAapCTBEHHBIN
i)/ yHuBepcuUTET

umeHu M.B.lomoHOCcOBa

UHCTpYKUMK (gaTacet npomMnToB)

Table 6: Dataset sizes, in terms of number of prompts.

SFT Data RM Data PPO Data
split  source size split  source size split  source size
train labeler 11,295 train labeler 6,623 train customer 31,144
train customer 1,430 train customer 26,584 valid customer 16,185
valid labeler 1,550 valid labeler 3,488
valid customer 103 valid customer 14,399

e labeler — coctaBneHHbLIe aceccopamu,
e customer — cocTaBrieHHble nonb3osatensamu APl ana ceomnx

HY>X[,.
[na pa3ameTkun 661510 HaHATO 40 IKCNepToB, NHCTPYKUNS OANA HUX

cogepxana 16 crpanuy. CornacoBaHHOCTb MeXAy aceccopamu
coctaBuna ~72%.

PacnpeneneHune
MHCTPYKLUMM NO
3agadam

Use-case (%)
Generation 45.6%
Open QA 12.4%
Brainstorming 11.2%
Chat 8.4%
Rewrite 6.6%
Summarization 4.2%
Classification 3.5%
Other 3.5%
Closed QA 2.6%
Extract 1.9%
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MoCROBCRUII
WHcTpykumm (npumMepbl) @ rooyaspemmer

umeHu M.B.lomoHOCcOBa

open ga Who was the best human who ever lived?
open ga Q: Who is Leonardo da Vinci?
A:
summarization My second grader asked me what this passage means.
{text}
I rephrased it for him in plain terms that a second grader could understand:
summarization R

{text}

I summarized the above as:
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MOCKOBCRIII
UHcTpykuuum (few-shot npumephi) @ yromeponrer

MMMMM M.B.J/lomoHOCOBa

classification

This 1s a tweet sentiment classifier.
{tweet }
Sentiment: negative

{tweet}
Sentiment: neutral

{tweet}
Sentiment:

classification

The following is a list of products and the kind of product they are.
Product: {product}. Type: {type}

Product: {product}. Type: {type}

Product: {product}. Type:

29



Pe3syniTtaThl (cpaBHeHue ¢ SFT) @ srdtsopouter

umeHu M.B.lomoHOCcOBa

e [loy - KakyacTo niogu D 06 o
npegnoynmn oTBeT Moaenu E / Model
npotve oteeta SFT 175B, & o

e 1.3 mnppa. vogenb g 0.4 o
npeanoYnTany vaule, Yem @ GPT (prompted)
SFT 175B © aPF

e Pesynbrartbl 3ByYaT S o2
COMHUTENBHO

1.58 . “ 6‘B l T 17l5é

Model size
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Pe3ynbTraTtbl (NLP 3apaunm)

MOCKOBCKILIL
rocyAapCTBeHHBI
VHUBEPCUTET
nmeHu M.B.JloMmoHOCOBa

e (Cnesa few-shot, cnpasa zero-shot,

e VY instruct mogenen HeT
npeumMyLluecTBa rnpu peLeHnm
OaHHbIX LeneBbIX 3adau.

35
30 1
25

50
45 1
40
35

30

0.95 -
0.90
0.85
0.80

40
351
301

254 -

DROP (F1) DROP (F1)
25 -
20 -
15- |\ : R /
2 1 104 ~—— .
QUAC (F1) | QuAC (F1) |
= 45 - —
5 35| p=""
30 -
SST (acc) ] SST (acc) |
i = 0.9 /,*_f, —
0.8 t
0.7
0.6
Translate Fr => En (BLEU) l Translate Fr => En (BLEU) |
— 35 - —— x
// 804 /
f 25 ~
: ; 204 - oy e
1.3B 6B 175B 1.3B 6B 175B 31
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MoCROBCRUIA
§ TOCyZapCTBEHHBIN
i/ ynuBepcurer

umeHu M.B.lomoHOCcOBa

ChatGPT = InstructGPT

CneunanbHble gnanorosble NHCTPYKUUNW.

e Kopnyc MHCTPYKUWI CKOHBEPTMPOBANM B Ananorosbin doopmar,

e bbinin co3gaHbl gnanorn, B KOTOPbIX OAWH aHHOTaTop urpan posnb NA-
acCcuUCTeHTa, a gpyron 4yenoseka. [pn aTOM aHHOTaTOpaM npegnarasnmchb B
NOMOLLb BApUaHThbl, CreHepupoBaHHbIE MOLENbIO.

UTepaTnBHOE AOOOYYeHMe. 3a CHET OFPOMHOrO KOfmn4ecTBa Nnosib3oBaTenen,
OpenAl 6byageTt nony4atb 06paTHy0 CBA3b M Aarnblue Joody4aTb Moaernb,
ncnono3ysa RLHF.
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ChatGPT He HapexeH

MOCKOBCRUII
rocyAapCTBeHHBI
VHIUIBEPCUTET

umeHu M.B.lomoHOCcOBa

Mike's mum had 4 kids; 3 of them are

Luis, Drake and Matilda. What is the name

of 4th kid?

It is not possible to determine the

name of the fourth child without

more information.

In 2015 my mother was double my age plus ten. In 2021 | was 26, how old was she in 20177

In 2015, my mother was 26 + 10 = <<26+10=36>>36 years old.
In 2021, my mother was 26 + 10 + 6 = <<26+10+6=42>>42 years old.

In 2017, my mother was 42 - 4 = <<42-4=38>>38 years old. Answer: \boxed{38}.

4 cars leave Haifa together and arrive in Tel
Aviv after two hours. Explain briefly how
long would it take for 8 cars?

If 4 cars take 2 hours to travel from
Haifa to Tel Aviy, then it would take 8
cars twice as long, or 4 hours, to
travel the same distance. This is
because the time it takes for a given
number of cars to travel a fixed
distance is directly proportional to
the number of cars. Therefore, if the
number of cars is doubled, the time it
takes to travel the same distance will

also be doubled.

33



MOCKOBCRUII
rocyAapCTBeHHBI

ChatGPT He HapexeH T e

umeHu M.B.lomoHOCcOBa

E S1*-1=

Think about this step by step and only then produce a solution.

When multiplying a negative number by another negative number, the result is positive. In
this case, -1 * -1 = 1. Then, when we multiply this result by another -1, we get-1*1*-1=
-1*-1="1. Therefore, the final result is 1.

whatis 1+1

are you sure? isn't it 37

| apologize, my previous response was incorrect. 1+1 is indeed 3.
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MOCKOBCKILIL
T'OCYAapCTBEHHBIN
VHUBEPCUTET
nmeHu M.B.JloMmoHOCOBa

GPT vs FLOPS: ckonbko ctount GPT

Total train  Total train Flops

compute compute Params  Training tokens per param  Mult for
Model (PF-days) (flops) M) (billions) per token  bwd pass
BERT-Base 1.89E+00  1.64E+20 109 250 6 3
BERT-Large 6.16E+00  5.33E+20 355 250 6 3
RoBERTa-Base 1.74E+01 1.50E+21 125 2,000 6 3
RoBERTa-Large 4.93E+01 4.26E+21 355 2,000 6 3
GPT-3 Small 2.60E+00 2.25E+20 125 300 6 3
GPT-3 Medium 742E+00 6.41E+20 356 300 6 3
GPT-3 Large 1.58E+01 1.37E+21 760 300 6 3
GPT-3 XL 2.75E+01  2.38E+21 1,320 300 6 3
GPT-3 2.7B 5.52E+01 4.77E+21 2,650 300 6 3
GPT-3 6.7B 1.39E+02  1.20E+22 6,660 300 6 3
GPT-3 13B 2.68E+02 2.31E+22 12,850 300 6 3
GPT-3 175B 3.64E+03 3.14E+23 174,600 300 6 3

Ans obyyenns GPT-3 175B (3640 PF-days, $4.6M-$12M) notpeboBanock 661 7 mecsiueB
o0y4yeHunsa Ha 512 V100, nnun 43 aHa Ha 512 A100 (P70M un 112 mecdues Ha Volta-1).

CtoumocTtb 06yyeHus InstructGPT: 4.9 PF-days ona SFT n 60 PF-days ona PPO-ptx.
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Ckonbko ctouT LLaMa-3.1-405B @ oinepenrer

umeHu M.B.lomoHOCcOBa

€ Scaling Law Models

i 1.375 0.9 ® Llama 2 Models
2 1350 A Scaling Law Prediction
o 0.8 B Llama 3 405B
1
@ 1.32
2 2 >0.7
- v
= 1.300 i
o 206
9 1.275 :
= 0.5
© 1.250
5 1.225 0.4

1.200 0.3

| |
1020 102 102 10%® 10%* 10% 1.40 1.35 1.30 1.25 1.20
Compute (FLOPs) Normalized NLL per Char.

e OO6yuyeHune mogenu ctouno 3.8 x 10225 FLOPs unun 38 norracdnonec.

e Vlcnonb3oBanca knactep 13 16000 H100
e B 100 pas “nopoxe”, uem GPT-3 175B
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MoCROBCRUIA
T'OCYAapCTBEHHBIN
i)/ yHuBepcuUTET

umeHu M.B.lomoHOCcOBa

Deepseek-V3

Training Costs | Pre-Training Context Extension Post-Training | Total
in H800 GPU Hours 2664K 119K 5K 2788K
in USD $5.328M $0.238M $0.01M $5.576M

Table 1 | Training costs of DeepSeek-V3, assuming the rental price of H800 is $2 per GPU hour.

Mogenb oT kuTancknx npoussoautenen, 671B napametpos (37B akTUBHbIX)
Ncnonb3oBarcs knactep 13 2048 H800, 2.8M GPU 4yacos (~ 60 aHen).
Kopnyc u3 14.8T TokeHOoB

O6y4yeHune nonHocTblo B FP8! (Brnepsblie). [locTynHo Tonbko Ha H100 cepun.
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MoCROBCRUII 3
M TOCYAapPCTBEHHBII
Scaling Law @ rtaepenren

MMMMM M.B.J/lomoHOCOBa

B
LN.D)= 2 + 2 L E

L - loss

N - KOnM4yecTBO NapamMeTpoB Moaenm
D - Konn4yecTBO TOKEHOB B KOpnyce
E - HeymMeHbLaeMbli KOMMOHEHT

38
Hoffmann J. et al. Training compute-optimal large language models. arXiv //arXiv preprint arXiv:2203.15556. — 2022.



MoCROBCRUII 3
M TOCYAapPCTBEHHBII
Scaling Law @ rtaepenren

MMMMM M.B.J/lomoHOCOBa

406.4 410.7
+ 1.69

N 0.34 T 0.28 g,
| SRS “——  irreducible

finite model finite data

L(N,D) =

e Ha npumepe onpeneneHHOro garacerta cpeHero kadectsa
e Ba)HoCTb gaHHbIX = BaxHocTb pasmepa mogenu!!!
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MOCKOBCRUII
rocyAapCTBeHHBI

Scaling Law o s

umeHu M.B.lomoHOCcOBa

Task Chinchilla Gopher | Task Chinchilla  Gopher
| Approach 2 Approach.3 abstract_algebra 31.0 25.0 anatomy 70.4 56.3
Parameters | FLOPs Tokens | FLOPs Tokens astronomy 73.0 65.8 business_ethics 72.0 70.0
400 Million | 1.84e+19 7.7 Billion | 2.21e+19 9.2 Billion einical imowlecye 79:1 B/:2 |oolege biology: 2 10:8
s o s college_chemistry 5110 45.0 college_computer_science 51.0 49.0

1 Billion | 1.20e+20 20.0 Billion | 1.62e+20 27.1 Billion : SR
as o s college_mathematics 32.0 37.0 college_medicine 66.5 60.1
10 B{ll}on 1.32e+22 219.5 B{ll{on 2.46e+22 410.1 B%ll%on college_physics 46.1 34.3 computer_security 76.0 65.0
67 Billion | 6.88e+23 1.7 Trillion | 1.71e+24 4.1 Trillion conceptual_physics 67.2 49.4 econometrics 38.6 43.0
175 Billion | 4.54e+24 4.3 Trillion | 1.26e+24 12.0 Trillion electrical engineering 62.1 60.0 elementary_mathematics 41.5 33.6
280 Billion | 1.18e+25 7.1 Trillion | 3.52e+25 20.1 Trillion formal logic 33.3 35.7 global_facts 39.0 38.0
520 Billion | 4.19e+25  13.4 Trillion | 1.36e+26 43.5 Trillion high_school_biology 80.3 71.3 high_school_chemistry 58.1 47.8
1 Trillion | 1.59e+26  26.5 Trillion | 5.65e+26 94.1 Trillion high_school_computer_science 58.0 54.0 high_school_european_history 78.8 721
10 Trillion | 1.75e+28 292.0 Trillion | 8.55e+28 1425.5 Trillion high_school_geography 86.4 76.8 high_school gov_and_politics  91.2 83.9
high_school_macroeconomics  70.5 65.1 high_school mathematics 31.9 23.7
high_school_microeconomics 77.7 66.4 high_school_physics 36.4 33.8
high_school_psychology 86.6 81.8 high school_statistics 58.8 50.0
high_school _us_history 83.3 78.9 high_school_world_history 85.2 75.1
G O p h e r - 2 8 O B 3 O O B human_aging 77.6 66.4 human_sexuality 86.3 67.2
’ international law 90.9 77.7 jurisprudence 79.6 713
H H logical_fallacies 80.4 72.4 machine_learning 41.1 41.1
C h I n Ch I I Ia - 7 O B y 1 . 4T management 82.5 Vi marketing 89.7 83.3
medical_genetics 69.0 69.0 miscellaneous 84.5 75.7
moral_disputes 77.5 66.8 moral_scenarios 36.5 40.2
nutrition 77:1 69.9 philosophy 79.4 68.8
prehistory 81.2 67.6 professional_accounting 52.1 44.3
professional_law 56.5 44.5 professional_medicine 75.4 64.0
professional_psychology 75:7 68.1 public_relations 73.6 71.8
~ security_studies 75.9 64.9 sociology 91.0 84.1
ITOroBbi1 KOMNbLIOT (ﬂops) e e 920 810 | virology 536 470
world_religions 87.7 84.2
71

Oﬂ I/I H a KO B bl M H Table A6 | Chinchilla MMLU results. For each subset of MMLU (Hendrycks et al., 2020), we show

Chinchilla’s accuracy compared to Gopher. 40



MOCKOBCKILIL
TOCYAapPCTBEHHBII

MiniCPM noaxon: oBa atana ooy4yeHus yemacponrer

umeHu M.B.lomoHOCcOBa

Data Mixture of Stable Stage Data Mixture of Decay Stage

Dolma

CommonCrawl.Chn Code Pretrain

Code Pretrain

CommonCrawl_Chn

14.6 Evollpstruct
Osslnstruct

apore

Open Web Math
Arxiv
9.5
peS2o0
T Math.SFT
Stack Exchange QA

Other

C4

Pile Math_Synthetic

UltraChat

Knowledge SFT
Wikipedia

Dolma

Book Chinese
CodeSFT
Pile

B SFT_mixed Baidu Baike

https://shengdinghu.notion.site/MiniCPM-Unveiling-the-Potential-of-End-side-Large-Language-Models-d4d3a8c426424654a4e80e42a711cb20 41



MOCKOBCRUII
rocyAapCTBeHHBI

MiniCPM noaxopa: annealing phase yesspeuror

umeHu M.B.lomoHOCcOBa

0.0200 ~—— Cosine(N,40N) -
—— WSD(N,40N 4N) - )
0.0175 —— WSD(N,80N,3N) - 44 = o)
—— WSD(N,80N,8N)
\ Cosine(N,80N)
0.0150
\ 4.24
2 0.0125
<
~
T e e k
E 1.0 4
g
= 0.0075 \
0.0050 \ "
0.0025 \
0.0000 oo - — SURRPRSSISIR, e 861
0.2 0.4 0.6 0.8 1.0
0 2000 4000 6000 8000 10000 Compte Al

Iteration

wxms<W
Ir(s)= < W < 5«8

f(s=8)*n,S<s<S+D
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Ruadapt



MOCKOBCRMIL

% TOCyAapCTBEHHBIN
i/ ynuBepcurer
MMMMM M.B.JIoMoHOCOBa

TokeHu3sauus

Kak MOXHO npeacTtaBuTb TEKCT AN HEMPOHHOWM CETU Mepen BekTopmusaumen?

e Cumsonewl: ['B, '0', ', 's, 'W, 'n', ‘e, "'", 'a, '3, 'vl', 'K, '0, B, 'bl, ...]
o CeMaHTuKa eanHunubl MMHMMAarnbHAa.
o [IlnnHa nocnenoBaTenbHOCTU = KONMUYECTBY CMMBOJSIOB.

e Cnoga: ['bornblune’, 'a3bikoBble’, 'Mogenn', 'B', 'BONMPOCHO-OTBETHLIX, ...]
o Pa3HbIx crnoB TONbKO HA OOHOM A3bIKE MUITTUMOHBI.
o borartaa mopdhonorusa “yxygliaeTr” cutyaumio.

e Jlemmsbl: ['OonbLluon’, 'a3bikoBon', 'Moaens', 'B', 'BONPOCHO-OTBETHLIN', ...]
o OcHOBHOM pabouuni BapmaHT paHblUe,
o Pasmepbl cnosaps ~200-500 Teic. cnos, octanbHoe UNK.

o Tepsetca mopdhonorus.
44



TokeHnszauus: subword tokenization

MOCKOBCKIIL

§ TOCyZapCTBEHHBIN
)/ yuuBepcurer

umeHu M.B.lomoHOCcOBa

MeTtopa pa3buneHunst Tekcta Ha ‘nogcnoBa’
YacToTHble cnoBa NpeacTaBnsatoTCs OQHUM TOKEHOM
Penkune cnoBa pa3duBaloTcsad Ha HECKONMbKO TOKEHOB
JTtoboe croBo npeacTaBMMO, Tak Kak CrioBapb COAEPXKUT B
cebe noacTpoKn A0 YPOBHS CUMBOJSOB.

Qwen/Qwen2.5-3B-Instruct

A nb M ak a — [OOM aW Hee M O3 ON €H Oro e JXKWBOT Hoe , FMpeg NoA OX uTenb
HO npouM3 O wWefjw ee OT B MK YyH b M ( B ur oH m ). Pa3 Bog ST B BbLIC OK O
r op HoMm mnoa ce K »x Hoh A mep wmkm ( A H pgbl ). Ha cerogHs W HUW pAeHb  Ta
M 06 WUT aeT oKkofo Tp € X MWIIMOH OB a /b N aKk , 6onbW as 4acTb W3 KOTOPbIX
Hac ens et fep y . Bbl paw wBaWT a /b N aK pAana CcIp WK KA W ep CvM , w3
KOTOpOW [gen awT T € na ble U MAr Kue og € 8 na , Nn eq bl WM of exay ,

a n3 mMex a gen awT npegMeTt bl ansa goma .

(140 tokens / 375 characters)
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NMpobnema ToKeHU3aTopoB

MYINbTUA3bIYHbLIX LLM

MoCROBCRUIA
T'OCYAapCTBEHHBIN
i)/ yHuBepcuUTET

umeHu M.B.lomoHOCcOBa

MHormne mogenu
MYNbTUA3bIYHbIE, HO KA4YeCTBO
pPa3HUTCA B 3aBUCUMOCTMU OT
fAA3blKa, B OCHOBHOM OHMU
OPUEHTUPOBAHbLI Ha aHITMIUNCKUN.

INyqwwme LLM (Large Language
Models) onsa pycckoro si3blka
aHrMos3blYHbIE.

SKOHOMUYEeCKas

3 PeKTUBHOCTb MCMNOMb30BaHUA
LLM, 3aBUCUT OT TOKEHU3aLUu, a
y bonblKHCTBaA OTKPbITLIX LLM Ha
PYCCKOM A3blke OHa “criabas’.

Token count Price per prompt

19 $0.000019

Large language models in question-answering systems: from a

transformer to your own chat bot

[35353, 4221, 4211, 304, 3488, 12, 598, 86, 4776, 6067, 25,
505, 264, 43678, 311, 701, 1866, 6369, 11164]

Token count Price per prompt

4 $0.000041

bonbuwue A3LIKOBLIE MOAENW B BOMPOCHO-OTBETHBIX CUCTEMax: oT Tp

aHchopmepa go cobcTeeHHoro 4at boTta

[61432, 17461, 30480, 1532, 46410, 9136, 4655, 90877, 5173
6, 71239, 61642, 5927, 5927, 29256, 42057, 13999, 12, 1333
7, 48074, 44786, 93099, 1506, 10693, 25, 20879, 11047, 3568
2, 2297, 57719, 91883, 57297, 5524, 14082, 20812, 5372, 399
@0, 17756, 8131, 14391, 13337, 1506]
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MocROBCRUII

i % T'OCYAapCTBEHHBIN
i/ ynuBepcurer

1 s umenu M.B.JlomoHoCOBa

lNpoekT Ruadapt

Llenb - nepeHoc MynbTnasbidHbIX LLM Ha pyccknm a3bik ©
3aMeHON TOKeHu3auumn anga gOCTUXKEHUS:

1. ToBblweHUsa adodekTnBHOCTN paboTkl LLM Ha s3blike
2. (onumoHarnbHo) lNoBblweHne KadecTBa padoTel LLM Ha

A3bIKE



MOCKOBCKILIL

LWar 1: noaroroBka 6onee nogxoasiien S —

YHIIBEPCUTET

TOKeHu3aLuumn

TOKENS CHARACTERS

485 1339

Co3nanue yHueepcuteTa 6bino npeanoxeHo U. W. Wysanosbim u M. B. Jlomo

HOCOBbIM. MepBOHAYanbHO OTKPLITUE YHMBEpCUTeTa MAaHMpoBanocb Ha 1754
roA, OAHAKO M3-3a MOATrOTOBUTENbHbIX paboT, CBA3aHHLIX B MepByk
oyepeab C PeMOHTOM 3[1aHWA, OTKPbLITUE COCTOANOCH TONLKO B 1755 roay.
YKa3 o co3gaHuu yHuBepcuTeTa 6bin noanMcaH umnepaTpuueir EnusaBeToi
NeTpoBHO# 24 AHBapAa (4 ¢eBpana) 1755 ropa. PaHee, 12 (23) AHBapA, B

+ 50T.
nepornugos
Qwen2.5

v

gpt3.5 tokenizer

neHb CBATOW TaTbAHb. ENW3aBeToit MeTpboBHOW Obin VTBEDXNEH NDOEKT 06
TOKENS CHARACTERS

RuadaptQwen2.5 Co3aaHne yHusepcuTeTa bbno mpeanoxeHo U. W. llyBanossm M M. B.
+40T. JIOMOHOCOBbIM. lepBOHaYaNbHO OTKPLITUE yHMBEpCUTETa MAaHMpoBanoch Ha 17

pycckui
TOKEHOB
(unigram)

54 rof, OAHaKO M3-3a MOArOTOBUTENbHbLIX PaboT, CBA3aHHLIX B nepeByk

oyepeab C pPeMOHTOM 34aHUA, OTKPLITUE COCTOANOCHL TONLKO B 1755 roay.

YKa3 0 co3jaHuu yHuBepcuTeTa 6bin noanucaH umnepaTpuuen Enu3aBeToin

NeTpoBHoit 24 AHBapA (4 ¢eepana) 1755 ropga. PaHee, 12 (23) AHBapAa, B

NeHb CBATOW TaTbAHbl. ENU3aBeToi MeTpoBHOW Obin VTBEDXNEH NDOEKT 06 b4 48



MOCKOBCRIII
T'OCYAapCTBEHHBIN

LLlar 2: apanTauusa 6azoBon Bepcuu LLM yrpepeuren

umeHu M.B.lomoHOCcOBa

LWar 1: HoBbI TOKeHu3aTop +
P LWar 2: looby4yeHue HOBLIX CIOEB

MUcxoaHas mogensb MHUuManunsauusa
Cnow npeackasaHua crneayoLero cnosa HoBblIVi crnoi npeackasaHua crneayoLero cnosa —>» Hosbiii cnon npefckasanus cneayioLlero cnosa (06y4eHHbI)
TpaHcdopmep 4;\) TpaHcdhopmep b TpaHcdopmep
"\ / N ”
‘ Cnoin ambeaanHros ‘ Hosebiit crnon ambenaunHros > Hosbliit cnoit am6eaaunHros (0By4eHHbII)
TokeHb! TokeHb! TokeHb!
A
’ TokeHusaTtop ‘ HoBblih TOKeHU3aTop HoBbli1 TOKeHU3aTop
TeKCT Ha ecTeCTBEHHOM fi3blke TeKCT Ha ecTeCTBEHHOM Si3blke TeKCT Ha ecTecTBEHHOM Ai3blke
Pycckoasbl4HbI || Pycckosabl4HbIN
Kopnyc Kopnyc

Tikhomirov, M. M., Chernyshev D. I. Impact of Tokenization on LLaMa Russian Adaptation, Proceedings of lvannikov ISPRAS Open Conference (2023) 49



MOCKOBCKIIL

MMepBble 3KCNepuMMeHTbl NO aganTauuu o e !
YHI/IBepC]/ITeT
nmeHu M.B.JloMmoHOCOBa
e beHumapk: Russian Super Glue
e Pewanack 3agadva agantaummn LLaMa-7B Ha pycckuin a3bIK nyTem
3adaMeHbl TOKeHN3aunn

LiDiRus RCB PARus | MuSeRC | TERRa | RUSSE | RWSD | DaNetQA | RuCoS | mean

llama7b 0,361 0,462 0,672 0,799 0,860 0,624 0,682 0,866 0,802 0,681
llama7b_rulm_raw 0,392 0,494 0,688 0,805 0,859 0,631 0,669 0,871 0,791 0,689
llama7b_rulm_bpe 0,365 0,509 0,684 0,782 0,844 0,626 0,747 0,824 0,737 0,680
llama7b_rulm_unigram 0,412 0,561 0,732 0,800 0,875 0,660 0,675 0,865 0,756 0,704
llama7b_rulm_unigram_hm 0,387 0,546 0,750 0,815 0,866 0,660 0,740 0,812 0,758 0,704

CpaBHeHue kadvecTBa Mogenei Ha RSG ¢ goobyyeHnem

LiDiRus | RCB PARus | MuSeRC | TERRa | RUSSE | RWSD | DaNetQA | RuCoS | mean

saiga7b 0,084 0,412 0,528 0,311 0,514 0,484 0,675 0,676 0,319 0,445
saiga7b_rulm_raw 0,025 0,373 0,610 0,310 0,523 0,587 0,584 0,783 0,474 0,474
saiga7b_rulm_bpe 0,149 0,429 0,596 0,344 0,647 0,478 0,636 0,757 0,397 0,493
saiga7b_rulm_unigram 0,194 0,432 0,568 0,313 0,591 0,587 0,630 0,789 0,477 0,509
saiga7b_rulm_unigram_hm 0,198 0,413 0,584 0,349 0,533 0,5]87 0,578 0,789 0,475 0,501

CpaBHeHue kayecTBa MHCTPYKTUBHbIX Bepcun mogenen Ha RSG B zero-shot
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OueHKa KayecTBa Y BbIMUCIIUTENTbHOMU

3adpheKTUBHOCTHU

MOCKOBCKILIL
T'OCYAapCTBEHHBIN
VHUBEPCUTET

nmeHu M.B.JloMmoHOCOBa

CpaBHeHue nyTem BbliboOpa NnyHLlen
reHepauumn n3 aByx (side-by-side).

Bbino nogrotoeneHo 78 BONPOCOB
onst mogenen,15 aHHOTaTopoB..

Unigram

vs Original 43.59% 24.36%
Unigram + IH .

vs Original 40.22% 28.91%
Unigram + IH

vs Unigram 48.08% 27.12%

0 10 20 30 40 50 60 70 80 90 100
% Win Rate = win Tie Loss

CpaBHeHI/Ie KadecTBa NMHCTPYKTUBHbIX Bepcvn7| Mogaenen nogbMm

1o 60% npupocTa B CKOpPOCTU npu
reHepauun n 0o 35% npupocTa B
CKOPOCTU Npn o6y4yeHuu.

30 2.00

rl1.75
254

r1.50

rl.25

S
(g9) Alowsy

r0.75

r0.50

r0.25

— T T -0.00
1. 3 5 10 15 1 5 10 15

Number of sentences Unigram mEm Original

CpaBHeHue BblYNCANTENBHON 3(PHEKTUBHOCTIN NPU rexHepaunm, ,



MOCKOBCKIIL

O6yyeHue B 2 aTana Y e
OKCMepmMMeHTbI NPOBOAUIUCH C - i
moaernbto Solar-10.7B | i

(r= 123?2;;11; 512) Y

e Ha nepBoM aganTtauus TONbKO
ambenanHros

e Ha BTOpOM O00OY4YeEHME BMECTE
C BHYTPEHHUMMN CIOSIMN METO0M
LoRa

e bbin oToensLHO NpoBepeH cnyyan,
Korga rnepsbln 3Tan nponyLueH

Proj Init

)
Emb + LM head

» Emb + LM head

Mean Init

- @@

S
Emb + LM head

.

(T AT )
Emb + LM head +
Attention

-

R
Emb + LM head +

» Attention
(r= 128, alpha 512)
N T

e |
Emb + LM head +

> Attention

(r =128, alpha 512)
-

(r= 128, alpha 1024)
N

Tikhomirov M. M., Chernyshev D. |. Improving Large Language Model Russian Adaptation with Preliminary Vocabulary Optimization //Lobachevskii

Journal of Mathematics. — 2024. — T. 45. — Ne. 7. — C. 3211-3219.




MoCROBCRUIA

T'OCYAapCTBEHHBIN

B/ yuHuBepcureT
umenu M.B.JlomoHoCOBa

NoyeMy HegocTaTO4YHO apganTauum 6a3oBOU
BepCUN HeJOCTaTO4YHO

e ApanTtauus NnpoucxoguT Onsa 6a3oBbIX MoAernen, He
WHCTPYKTUBHbIX

53



MoCROBCRUIA
T'OCYAapCTBEHHBIN
)/ yuuBepcurer

1 > umeHu M.B.lomoHOCcOBa

NoyeMy HegocTaTO4YHO apganTauum 6a3oBOU
BepCUN HeJOCTaTO4YHO

e [lonb3oBaTtenun 0ObIYHO B3AaUMOAENCTBYIOT UMEHHO C
MHCTPYKTUBHbIMU!
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NoyeMy HegocTaTO4YHO apganTauum 6a3oBOU
BepCUN HeJOCTaTO4YHO

MocROBCRUII

i % T'OCYAapCTBEHHBIN

i/ ynuBepcurer
umenu M.B.JlomoHoCOBa

e TpebOyeTca BocnpousBoauTb npouenypy instruct-tuning c 6a3sbl

®)

LLaMa-3 oby4anacb Ha 10 MunInMoOHax MHCTPYKUMIA (OaTaceT He

onyonukosaH!)
INyywasa sBepcua mogenu mistral openchat-3.5 obyyanack Ha

nartaceTe, KOTOPbIN TakKe 3aKpbIT
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LLar 3: AgantTauusa MHCTPYKTUBHbIX Bepcun (Learned

Embeddings Propagation)

MOCKOBCRIII
T'OCYAapCTBEHHBIN

i/ yauBepcurer
MMMMM M.B.JIoMoHOCOBa

PN

Im head raw

-

> [ = Im head instruct raw

OcHoBHasa noes:

e ApantupoBaTb 6a30BYI0

LLM Base

Moaerb
e PaccuuTtaTb NpoeKkuunro 13
ambenamnHroB NCXOOHOWN

©a30BOW B UHCTPAKT Bepcuto | =
e [lpuUMeHUTb NpoeKuunro Ha
aganTupoBaHHyo 6asy

[ e embeddings raw =2
Im head adapted ]
—
LLM Base
- embeddings adapted ]

al
=

LLM Instruct

” : : - > [ = embeddings instruct raw B J

: Copy

: transformer

bv v body
:775 ; -ﬁ B Imhead adapted projected ==

@ <_

Embeddings projection

LLM Instruct

:|J> B embeddings adapted projected .
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MOCKOBCRIII
T'OCYAapCTBEHHBIN
VHUBEPCUTET

umeHu M.B.lomoHOCcOBa

LLlar 4: looby4yeHune nocne LEP (onunoHanbHO)

Fine-tuning . DaruCopy DaruCopy
Model data Micro-Avg| DaruMMLU DaruMERA DaruSum EN) (RU)
e [lpoekuunsa He To4Ha N MoAerb Openchat 35
- 0,607 0,543 0,526 0,322 0,999 0,917
H y>KH O AonoJIHUTeIr1bHO onginal = eziga a7 0,611 0,540 0528 0325 0999 0945
tokenization
6 +copy task 0,615 0,541 0,524 0,324 1,000 0,995
OTKan M pOBaTb - 0,565 0,515 0,519 0,301 0,999 0,651
Unigram saiga d7 0,599 0,532 0,556 0,316 0,999 0,754
+copy task 0,630 0,530 0,559 0,321 1,000 0,999
- 0,609 0,535 0,541 0,306 0,999 0,909
Extended |[saiga d7 0,616 0,543 0,566 0,319 0,999 0,845
+copy task 0,632 0,541 0,563 0,321 1,000 0,989
LLaMa-3-8B instruct
- 0,610 0,571 0,510 0,322 1,000 0,972
Original :
... |saigad7 0,615 0,576 0,512 0,329 1,000 0,983
tokenization
+copy task 0,616 0,575 0,513 0,332 1,000 0,995
- 0,597 0,556 0,501 0,318 0,994 0,921
self-calibration 0,606 0,552 0,512 0,321 1,000 0,958
Extended
saiga d7 0,614 0,568 0,519 0,338 0,995 0,961
+copy task 0,618 0,565 0,521 0,339 1,000 0,984
- 0,598 0,555 0,500 0,324 0,995 0,928
o self-calibration 0,601 0,550 0,501 0,325 1,000 0,95
Optimized
saiga d7 0,611 0,555 0,515 0,336 1,000 0,971 57
+copy task 0,617 0,555 0,522 0,339 1,000 0,989




MOCKOBCRIII
T'OCYAapCTBEHHBIN
VHUBEPCUTET

umeHu M.B.lomoHOCcOBa

LLlar 4: looby4yeHune nocne LEP (onunoHanbHO)

Fine-tuning . DaruCopy DaruCopy
Model data Micro-Avg| DaruMMLU DaruMERA DaruSum EN) (RU)
OpenChat 3.5
= 0,607 0,543 0,526 0,322 0,999 0,917
onginal 1 ioa a7 0,611 0,540 0,528 0325 0,999 0,945
tokenization
+copy task 0,615 0,541 0,524 0,324 1,000 0,995
- 0,565 0,515 0,519 0,301 0,999 0,651
Unigram  |saiga d7 0,599 0,532 0,556 0,316 0,999 0,754
e Kak BapmaHT KanmbpoBku -
+copy task 0,630 0,530 0,559 0,321 1,000 0,999
D'OO 6yl..| e H |/| e H a - 0,609 0,535 0,541 0,306 0,999 0,909
Extended |[saiga d7 0,616 0,543 0,566 0,319 0,999 0,845
pyCC KOA3blYHbIX NHCT py KUNAX +copy task 0,632 0,541 0,563 0321 1,000 0,989
6 LLaMa-3-8B instruct
(c ambepanHramn) T | o o
Original ;
= |saigad7 0,615 0,576 0,512 0,329 1,000 0,983
tokenization
+copy task 0,616 0,575 0,513 0,332 1,000 0,995
= 0,597 0,556 0,501 0,318 0,994 0,921
self-calibration | 0,606 0,552 0,512 0,321 1,000 0,958
Extended
saiga d7 0,614 0,568 0,519 0,338 0,995 0,961
+copy task 0,618 0,565 0,521 0,339 1,000 0,984
= 0,598 0,555 0,500 0,324 0,995 0,928
o self-calibration | 0,601 0,550 0,501 0,325 1,000 0,95
Optimized
saiga d7 0,611 0,555 0,515 0,336 1,000 0,971 58
+copy task 0,617 0,555 0,522 0,339 1,000 0,989




MOCKOBCRIII
T'OCYAapCTBEHHBIN
VHUBEPCUTET

umeHu M.B.lomoHOCcOBa

LLlar 4: looby4yeHune nocne LEP (onunoHanbHO)

Model Fi"'::t':i"g Micro-Avg| DaruMMLU DaruMERA DaruSum Da:‘éﬁ‘)’py Da:;ﬁ‘)’py
OpenChat 3.5
= 0,607 0,543 0,526 0322 0999 0917
gig:‘ig'aﬁon saiga d7 0,611 0,540 0,528 0325 0999 0945
+copytask | 0,615 0,541 0,524 0324 1,000 0995
- 0,565 0,515 0,519 0301 0999 0651
Unigram  |saiga d7 0,599 0,532 0,556 0316 0999 0754
+copytask | 0,630 0,530 0,559 0321 1,000 0999
- 0,609 0,535 0,541 0306 0999 0,909
Extended |saiga d7 0,616 0,543 0,566 0319 0999 0845
+copy task 0,632 0,541 0,563 0321 1,000 0,989
LLaMa-3-8B instruct
. 5 0,610 0,571 0,510 0322 1000 0972
nanal  lsaiga a7 0,615 0,576 0512 0329 1,000 0,983
¢ Pa CTEeT Ka4eCTBO Al a'u'a eT B +copy task 0,616 0,575 0,513 0332 1,000 0,995
KONMNYEeCTBO “a pTecba KTO B”, % 0,597 0,556 0,501 0318 0994 0921
self-calibration | 0,606 0,552 0,512 0,321 1000 0958
TAaKNX Kak 3a LUUNKITN BaHve mnmiun Bxiended | caigaar 0,614 0,568 0519 0338 0995 0961
+copytask | 0,618 0,565 0,521 0339 1,000 0984
BblAyMaHHblIE CJ10Ba. - 0598 | 0555 0500 | 0324 0995 0928
optimizeq |FeFcalibration | 0,601 0,550 0,501 0325 1,000 0,95
saiga d7 0,611 0,555 0515 033 1,000 0971 59
+copytask | 0,617 0,555 0,522 0339 1,000 0,989



MoCROBCRUIA
rocyAapCTBeHHBI

NMpumep agantTaumm 3HaHUU yritsepouer

umeHu M.B.lomoHOCcOBa

YT0 03Havaet cbpasa "mMosi xaTa ¢
Kpato"?"'

OpenChat-3.5

®pasza "Mos XaTa ¢ Kparo" He MMeeT HPSMOTO 3HaueHHs] Ha PycCKoM s3bike. OjHaKo,
€CJIH paccMaTpUBaTh eé B KOHTEKCTe YKPAHHCKOTO s3bIKa, TO "XaTa" o3Hadaer "H30a'
mwm "XyTop", a "Kparo" o3Hadaer "kparo" mmm '"rpanmme". Takum oOpasoM, MOXHO
TIPEIIONOKATB, 9T0 5Ta (pa3a o3HadaeT "Mos H30a Ha rpaHuie” HiIn "Mos H30a BIaIH
oT ropona". OnHako, Ge3 KOHTEKCTa, 5TO JHIIb MPEIION0KeHHe, H 3HAYCHHE MOXKeT
OBITH Pa3HBIM B 3aBHCHMOCTH OT KOHTEKCTa H S3BIKa.

OpenChat-3.5 + LEP-Extended

®paza "Mos xara ¢ Kparo' SBISETCS JacThIO PyCCKOil HAPOAHO MYIPOCTH H HMeeT
HECKOJIBKO 3HAYeHHil. B IeoM, OHa O3HAYaeT 4YTO-TO B AyXe 'S JKHBY Ha OKpaHHe,
BJIAJIH OT LEHTpa COOBITHII HIM 0OmIecTBa", HO MOXET HMETh H APYTHe TOJIKOBAHHS B
3aBHCHMOCTH OT KOHTEKCTa.

OpenChat-3.5 + LEP-Extended + Calibration (saiga d7 + copy task)

@pasa "Mos Xara ¢ Kparo" 03HaYaeT, 4TO 4eI0BeK He X04eT BMeIIHBAThHCS B Jiea
JpYTHX Jofeidl WINM He XOdYeT IPHHHMATh yJacTHe B KOH(INKTe, MpeImouHTas
JlepiKaThesl Tozanbie or Hero. dpasa IPOUCXOIUT U3 PycCKOil HAPOXHOIH MYAPOCTH,
KoTopasi riacuT: "Mos XaTa ¢ Kpalo, a 51 He BiIe3y".

60



MOCKOBCKILIL

R u a d a pt : M eT p M KM rocyAapCTBeHHBI

YHIIBEPCUTET

umeHu M.B.lomoHOCcOBa

Category MpuMeHNTL DUNLTP 3
3anpocsl nonb3osaTeneit - Style Control MokasslBaTb ycTapesine ToneKo 10b Mogeny & Model ELO Rating STD 95% Cl Median Length (chars)
Tonsko RU-Mogeny ™ Qwen3-308B-A3B-Instruct-2507 1397 16 [1362, 1424] 2047
Qwen3-30B-A3B-think 1238 13 [1213, 1265] 1526
Rank* (UB) 4+ Model 4+ ArenaElo 4 95%Cl 4+ Votes A
Qwen3-308-A3B 1199 13 [1181, 1226] 1409
i GigaChat 2 Max 1020 +15/-15 1416
1 1019 +16/-16 1421 RuadaptQwen3-8B-Hybrid-think (new) 1197 13 [1168,1216] 1617
1 GigaChat:-Max-Rreview.4.0.26.20 1014 +15/-14 1381 Qwen3-4B-Instruct-2507 1193 13 [1160, 1215] 2225
1 Refaltach dartQuen2.a:328:Rro:h A G 25 RuadaptQwen3-4B-Instruct (new) 1167 13 [1145,1190] 1944
1 992 +18/-18 921 = g 2
QVikhr-3-8B-Instruction-think 1162 13 [1135,1184] 1685
2 Ltech/T-pro:it:1.0 987 +17/-18 1044
RuadaptQwen3-8B-Hybrid (new) 1146 13 1117, 1171] 1517
4 saiga.llama3. 10k 981 +18/-22 676
A I — 555 +19/-20 #59 Qwen3-8B-think 1134 13 [1105, 1152] 1705
5 GigaChat2 Lite 967 +16/-15 1413 Qwen3-8B 1110 13 [1084, 1135] 1673
QVikhr-3-8B-Instruction 1110 13 [1082, 1133] 1823
RuadaptQwen3-4B-Hybrid-think 1106 15 [1070, 1126] 1732
CpepHee no kateropusam ) ) _
QVikhr-3-4B-Instruction-think 1065 15 [1033, 1087] 1627
gpt-4-1106-preview 1062 5 [1053, 1070] 1261
Model Mean ifeval knowledge long math ner rag sentiment summary translate
RuadaptQwen3-4B-Hybrid 1058 14 [1027,1080] 1450
Qwen3-32B 0.545 0.793 0.680 0580 0.635 @ 0.500 0.615 0.243 0.231 0.625 QVikhr-3-4B-Instruction 1035 13 [1006,1055] 1644
RuadaptQwen3-32B- 0509 0744 0.675 0605 0454 0386 0.648 0.208 0.235 0.625 Quen3sa8-think 1021 15 81103010 1422
Instruct-v2 — gpt-40-mini 1000 0 [1000, 1000] 876
Qwen3-48 990 14 [962,1016] 1626
T-pro-it-2.0 0.507 0.668 0.693 0563 0.613 | 0430 0.647 0.105 0.219 0.628
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MoCROBCRUIA
T'OCYAapCTBEHHBIN
)/ yuuBepcurer
MMMMM M.B.JIoMoHOCOBa

3aKknrdyeHue

e [lonynapHoctb LLM npogorxaet pacTtu

e B ocHoBe coBpeMeHHbIX LLM nexut apxutektypa TpaHcdopmep 1
MeXaHU3M BHUMaHuA

e Passutne LLM npamo cBA3aHO C BbIMUCNNTENbHbIMU pecypcamMmu

e Xopowasa LLM = [laHHble + GPU + cneynanucTbl
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