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OncTnnnaumsa 3HaHUM U NepeHoCUMble
cocTa3aTesibHble BO3MYLLEHUS

CoBmecTHO ¢ K. JlykbsiHOBbIM, A. YucTtakoson, A. NepmuHoBbiM, 0. TypaakoBbiM

Lukyanov, K., Perminov, A., Turdakov, D., & Pautov, M. (2024). Model Mimic Attack: Knowledge Distillation for
Provably Transferable Adversarial Examples. arXiv preprint arXiv:2410.15889.
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UTo Takoe cocTda3aTternbHagd artaka?
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HedopmanbHo:

- CocTsa3aTesNibHaa aTaka — BO3MYyLleHUe
BO BXOOHbIX AaHHbIX HeﬁpOHHOﬁ ceTun

- Bo3mylieHne, He n3aMeHsitoLee
CEMaHTUKY UCXOOHOro oobekTa
HaCTONbKO, YTOObI MOBAUATL HA MHEHMe
yesioBeKa 06 06bekTe

- BoamyueHue, npusogsLlee K
HEeKoOppeKTHOM 06paboTke 06beKTa
HEMPOHHOW CeTbHo

Goodfellow, I.J., Shlens, J., & Szegedy, C. (2014). Explaining and Harnessing Adversarial Examples. ICLR 2015



UTo Takoe cocTda3aTternbHagd artaka?

Mycte f : R — AK ectb neiiponnasicete n h(f,x) = arg max f(x); ecms
COOTBETCTBYlOLEE MPABUO KNaccudukaLmm i€[1,.... K]

Touka a:" - Rd : ||:13 — :13’”2 < 0 HasbIBAETCS COCTA3ATENbHLIM MPUMEPOM, ECIN
h(f,z") # h(f,z)

CocTsizaTerbHblil PUMep SBMSETCS NEPEHOCUMbIM Mexay mogensamu | R? — AK

m g : R4 — AK  ecrn

h(f,z) = h(g,x),
h(f,z') = h(g,z').



YTo Takoe guctnnnauma 3HaHnm?

[ycTb ' ecTb HEMPOHHAaA CETb-"y4MTENb”, pa3BepHyTas Kak YepHbI AWK, Toraa AUCTUNNALNSA 3HaHWUN
€CTb npouecc 0by4yeHns HEMPOHHOM CEeTU-“y4eHnKa” S nyTemMm peLueHns crnegyroLwen onTMMmn3auoHHOM
3agauu:

S = arg rr‘lsi/nE(m,y)Np[Oé,C(S/(iE), y) -+

+ (1= a)T?*KL(S'(z), T(x))]

3necb oy € [(), 1] €CTb KOHCTaHTa, [) ecTb Habop AaHHbIX Ana guctunnsaummn. KL obosHavaet
aveepreHumio Kynb6aka-Ilenbnepa. OTMETUM, YTO NOMyYeHHast TakuM 06pasoM HellpoHHasi ceTb S
npegcraenseT cobon mogens Tuna 6enbin SULmK.

Hinton G., Vinyals 0., Dean J. Distilling the knowledge in a neural network //arXiv preprint arXiv:1503.02531. — 2015.



Algorithm 1 Model Mimic Attack

AJ'IFOpI/ITM NOCTPOEHUA COCTA3AaTESIbHbIX
npnMmepoB Ha OCHOBE ANCTUIITIALNA 3HAHUN

Ensure: Set of student models {Si,...

nyCTb €CTb aJiropuTmMm, NO3BONSOWMA BbIYUCTIATD

cocTsi3aTenbHble npuMepsl Ans mogenu S. ns 1
NPOCTOTHI MPEAMONOXMM, YTO 3TOT anropuT™ ecTb PGD: \
3:

! = Projy, ) [#* + asignV,: L(S, z*, y)] o

! =z, :

z' = $M7 7:

g2

me Us(x) = {o’ : o — o'z < )

9:
10:

11:
12:

13:
14:
15:

2z (z,

Require: Black-box teacher model 7', input object z of

class y, distance threshold 4, gradient step &, maximum
number of PGD iterations M, maximum number of dis-
tillation iterations /N, hold-out dataset Dj,, the number
l of adversarial examples to generate for the student

model S;
,Sn}, the set
AE(T) of adversarial examples for the teacher model

T'(z)) {compute the logits of T" at the target
point}
(z:))}™, {compute the training set
D(S) according to the Eq. (5)}
D(S1) « D(S) U z {initialize the training set for the
first student model S, }
AE(T) + 0 {initialize the set of adversarial examples
for the teacher model 7'}
fori=1to N do
S; < train(D(S;)) {train the student model S;
using D(S;)}
for j=1to !l do
(z5,9;) + PGD(«, 6, S;, (z,y)) {compute an ad-
versarial example for the student model S; accord-
ing to (10)}
if h(S;, %) = h(T,z}) then
AE(T) + AE( T) U {(z},y;)} {update the set
of adversarial examples t{)r the model 7'}
end if
D(Si+1) « D(Si) U {(z},T(z}))} {update the
training set for the model bz+1
end for
end for

return {Sy,...,Sn}, AE(T)




Algorithm 1 Model Mimic Attack

AJ'I FO p UTM N OCTpOG HNA CO CTﬂ 3aTen bHbIX Require: Black-box teacher model 7', input object z of
class y, distance threshold §, gradient step o, maximum

anMepOB Ha OCHOBe D.MCTM””QU.MM 3HaH|/”7| number of PGD iterations M, maximum number of dis-

tillation iterations /N, hold-out dataset Dj,, the number
l of adversarial examples to generate for the student

model S;
Ensure: Set of student models {Si,...,Sn}, the set
MycTb cocTazaTenbHble MPUMEPbI, MOCTPOEHHbIE AMnS AL | of siversaral excoaies Toe tiorlcachesmodel
o o T
HEPOHHOI ceTn S 1 He ABNALLMECH NEPEHOCUMBIMA HA L) | - . (5.7(x)) {compute the logits of T at the target
point}

OOMOJTHAKOT Ha60p OaHHbIX 114 AUCTUINNAUMN Ha Cﬂeﬂ,yl'OUJ,eﬂ 2 D(S) « {(zs,T(z:))}™, {compute the training set
. D(S) according to the Eq. (5)}
nTepaumn. 3: D(S1) < D(S) U z {initialize the training set for the
first student model S, }
4. AE(T) « ( {initialize the set of adversarial examples

for the teach odel T'
D(Sit1) + D(Si) U {(z}, T(z}))} ey ol
. 6: S; « train(D(S;)) {train the student model S;
using D(S;)}
- ; 7 for(jzl)toldo (005,50 (@) {
8: ' y:) < PGD(a,4,S;, (z, mput d-
rne (x]7 yj) < PGD((){, 57 S’H (x7 y)) v:é;sgrjial example t%r the stfdélnt mf)(c)lelp;iea:ct:loid-
ing to (10)
9: g%z(g’i,z])} (T, J)then

10: AE(T) + AE( T) U {(z},y;)} {update the set
of adversarial examples t{)r the model 7'}
11: end if

12: D(Si+1) « D(Si) U {(z},T(z}))} {update the
training set for the model bz+1

13:  end for

14: end for

15: return {Si1,...,Sn}, AE(T)




[1okaszyemasa nepeHOCMMOCTb COCTA3aTeNbHbIX
BO3MYLLEHUN

MpeanonoXum, YTo AUCTUNMALNS 3HAHWI yCneLluHa:

15(zi) = T(2i)]lo <

[NS BCeX (mi7yi) c D(S)

[ononHUTENbHO NPEeanonoXuUM, YTO OYHKLUK fZ — S;—T" VMeloT orpaHnyeHHbIN rpagneHT B U(s(a:) n

B=sup sup |[Vfi(z)|r
fi x'€Us(x)



[1okaszyemasa nepeHOCMMOCTb COCTA3aTeNbHbIX
BO3MYLLEHUN

Torga ecnv anropnTm NOCTPOEHUS COCTA3ATENbHbLIX NPUMEPOB A1 MOAENU Sq, HaxoAMT MX Ha Kaxaomn
utepaumm ¢ € Z+, 1O cywectByeT [N € Z_|_ Takoe, 4TO COCTHA3aTeNbHbIA NPUMEpP NEPEHOCUTCH C
mogerm Spr Hawmogens [’
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Jloka3aTenbCcTBO

/
PaCCMOTpl/IM nocneagoBaTeribHOCTb COCTA3aTElbHbIX NMPUMEPOB {{E’L

npMMep, NONyYeHHbIN Ans Mmoaenmu Sz

Bblaenum 3 Hee CXoasLLytOCs NoAMNocrnenoBaTenbHOCTb {CU;

lim z, =2z € Us
j—oo 7

o0
i47=1

(%)

/ y
’I(:)i]_ , e :U’L COCTA3aTesIbHbIN

— {Zz};)i1 TaKyto, YTO
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Jloka3aTenbCcTBO

/
PaCCMOTpl/IM nocneagoBaTeribHOCTb COCTA3aTElbHbIX NMPUMEPOB {CL’,L

npMMep, NONyYeHHbIN Ans Mmoaenmu Sz

Bblaenum 3 Hee CXoasLLytOCs NoAMNocrnenoBaTenbHOCTb {$;

lim z! =2 € Us
j—oo 7

Bonpoc: noyemy Tak MOXHO caenatb?

o0
i47=1

(%)

/ y
’I(:)i]_ , e :C’L COCTA3aTesIbHbIN

— {zz};’il TaKyto, YTO
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Jloka3aTenbCcTBO

Torpa

[ fir1(@)loo = | fir1(zit1) o] < I for1(z) = fir1(Zit1)lloo
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Jloka3aTenbCcTBO

Torpa

[ fir1(@)loo = | fir1(zit1) o] < I for1(z) = fir1(Zit1)lloo

< fira(z) = fir1(2i)ll o + | fiv1(2:) — Fir1(zin1)ll oo
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Jloka3aTenbCcTBO

Torpa

I fi+1 ()0 — [ fir1(2it1)lloo| < | fit1(x) — fir1(Zit1)lloo
< fira(z) = fir1(2i)ll o + | fiv1(2:) — Fir1(zin1)ll oo
< | fir1(®) oo + [[ fir1(2i) oo + | fir1(2:) — fin1(ziv1)ll oo
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Jloka3aTenbCcTBO

Torpa

[ fir1(@)loo = | fir1(zit1) o] < I for1(z) = fir1(Zit1)lloo
< fira(z) = fir1(2i)ll o + | fiv1(2:) — Fir1(zin1)ll oo
< | fir1(®) oo + [[ fir1(2i) oo + | fir1(2:) — fin1(ziv1)ll oo

e €
< 1 + 1 + || fir1(2i) = fir1(2i+1) |l oo
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Jloka3aTenbCcTBO

Torpa
[ fir1(@)loo = | fir1(zit1) o] < I for1(z) = fir1(Zit1)lloo

< fira(z) = fir1(2i)ll o + | fiv1(2:) — Fir1(zin1)ll oo
[ fir1(2) oo + | fir1(2i)[loo| + [| fir1(2:) — fir1(zit1) |l o

<

<

€

€

_+_

4

4

+

| fiv1(2:) = fir1(2it1)]l o0
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Jloka3aTenbCcTBO

O6paTVIM Tenepb BHUMaHME Ha TO, 4YTO

fis1(2i) — fis1(zir1) = Vi (rii1)" (2 — zig1)

Momumo aToro, pas li)m |zi — ziz1||lF =0 1w 3IN € Zy :||lzn-1 — 2n||lF < —
1—00

4ﬁ
Taknm obpasom,
€

|fn(zv-1) = fv(ew))lloo < (IVIn(Ta) || Fllen-—1 — 2wl <
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Jloka3aTenbCcTBO

N, okoH4aTenbHO

1[fn(z2)lloo = [l (@)l oo| <

3e

4

—

1fn(zn))lleo <€
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[TpeackasaHUa HEMPOHHOM CETU KaK
cfly4auHble BENNYUHDI

CoBMecCTHO C
H. TypcbiH6ekom, M. MyHxoeBo#n, H. MypasbeBbiM, A. MeTiowko u . Oceneguem

Pautov, M., Tursynbek, N., Munkhoeva, M., Muravey, N., Petiushko, A., & Oseledets, I. (2022, June). CC-Cert:
A probabilistic approach to certify general robustness of neural networks. In Proceedings of the AAAI
Conference on Atrtificial Intelligence (Vol. 36, No. 7, pp. 7975-7983).
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[1lpegckasaHns HEMPOHHOW CETU KaK Crny4vyanHblie
BENNYMHbI

[MycTb TpebyeTca oueHUTb YCTONYNBOCTb (OUKCMPOBAHHOW HEMPOHHOW CETU K MapaMeTpuydeckomy
BO3MYLLIEHUIO BXOOHbIX AaHHbIX N3BECTHOIO TUNa.

Pautov, M., Tursynbek, N., Munkhoeva, M., Muravey, N., Petiushko, A., & Oseledets, I. (2022, June). CC-Cert: A probabilistic approach to certify 21
general robustness of neural networks. In Proceedings of the AAAI Conference on Artificial Intelligence (Vol. 36, No. 7, pp. 7975-7983).



[1lpegckasaHns HEMPOHHOW CETU KaK Crny4vyanHblie
BENUYNHBI

[MycTb TpebyeTca oueHUTb YCTONYNBOCTb (OUKCMPOBAHHOW HEMPOHHOW CETU K MapaMeTpuydeckomy
BO3MYLLIEHUIO BXOOHbIX AaHHbIX N3BECTHOIO TUNa.

Ecnu Bo3myLLeHNE HETPUBMANbLHOWM NpMpoabl (Kak, Hanpumep, aganTUBHbIE COCTA3aTENbHbIE
ataku), To Hen3BeCTHO, KakumM 0bpa3oM NPefoCTaBUTb rAPaHTUN YCTONYMBOCTU K TaKOMY
BO3MYLLEHWIO.

Pautov, M., Tursynbek, N., Munkhoeva, M., Muravey, N., Petiushko, A., & Oseledets, I. (2022, June). CC-Cert: A probabilistic approach to certify
general robustness of neural networks. In Proceedings of the AAAI Conference on Artificial Intelligence (Vol. 36, No. 7, pp. 7975-7983).
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[1lpegckasaHns HEMPOHHOW CETU KaK Crny4vyanHblie
BENUYNHBI

Mpeanonoxum, 4To ncxogHast Mogernb — KnaccudukaTop f - R"” — AK

W BXOAHOW 0BbeKT 7 & Rn 3adpnKkcnpoBaH.
MycTb Te - R™ — [R™ ecTb napameTpuyeckoe BO3MYyLLEHNE BXOAHOTO 06bekTa, P — f(x)
€CTb NpeAcka3aHne Ha NCXogHOM obbekTe n Pt = / (Te(ﬂf)) eCTb NpeAckasaHue Ha

BO3MYLLEEHHOM BXoAHOM o6bekTe. MycTb Pas Pb ecTb ABe MaKcUMarbHbIe KOMMOHEHTLI BEKTOpA ) = f(:l?)

1
Torga, ecnu||p — Pillee < d = §(pa — pp), TO ArgMmMax p = arg max py

Pautov, M., Tursynbek, N., Munkhoeva, M., Muravey, N., Petiushko, A., & Oseledets, I. (2022, June). CC-Cert: A probabilistic approach to certify 23
general robustness of neural networks. In Proceedings of the AAAI Conference on Artificial Intelligence (Vol. 36, No. 7, pp. 7975-7983).



[1lpegckasaHns HEMPOHHOW CETU KaK Crny4vyanHblie
BENUYNHBI

BepoAaTHOCTb 60MnbLUMX OTKNOHEHWI CIyYanHon BeNUYMHbl Z = ||p — pi|| s
orparmiera: P(Z > d) = P(e? > ') < e ME(e'?) + > 0

Takum obpasom, OLEHUB CBEPXY BEPOSATHOCTb BONbLLLIOIO OTKIIOHEHMS MoL,
Bo3aencTenem BoamytleHns 1y : R™ — R"™, MOXXHO OLEHUTb, C KakoWu
BEPOATHOCTHLIO HEMPOHHAA CETb YCTOMYMBA B JAaHHON TOYKe

Pautov, M., Tursynbek, N., Munkhoeva, M., Muravey, N., Petiushko, A., & Oseledets, I. (2022, June). 24
CC-Cert: A probabilistic approach to certify general robustness of neural networks. In Proceedings of the
AAAI Conference on Artificial Intelligence (Vol. 36, No. 7, pp. 7975-7983).



[1lpegckasaHns HEMPOHHOW CETU KaK Crny4vyanHblie
BENUYNHBI

BepoAaTHOCTb 60MnbLUMX OTKNOHEHWI CIyYanHon BeNUYMHbl Z = ||p — pi|| s
orparmiera: P(Z > d) = P(e? > ') < e ME(e'?) + > 0

Takum obpasom, OLEHUB CBEPXY BEPOSATHOCTb BONbLLLIOIO OTKIIOHEHMS MoL,
Bo3aencTenem BoamytleHns 1y : R™ — R"™, MOXXHO OLEHUTb, C KakoWu
BEPOATHOCTHLIO HEMPOHHAA CETb YCTOMYMBA B JAaHHON TOYKe

Bonpoc: Yto genatb ¢ MaTemMaTU4eCKUM OXUAaHNEM B HEPaBEHCTBE?

Pautov, M., Tursynbek, N., Munkhoeva, M., Muravey, N., Petiushko, A., & Oseledets, I. (2022, June). 25
CC-Cert: A probabilistic approach to certify general robustness of neural networks. In Proceedings of the
AAAI Conference on Artificial Intelligence (Vol. 36, No. 7, pp. 7975-7983).



[1lpegckasaHns HEMPOHHOW CETU KaK Crny4vyanHblie
BENUYNHBI

Bonpoc: Yto genatb ¢ MaTemMaTU4eCKUM OXUAaHNEM B HEPaBEHCTBE?

BO3MOXHbIN OTBET: €ero MOXXHO C 6ONbLION BEPOATHOCTHIO OLEHUTL CBEPXY.

Pautov, M., Tursynbek, N., Munkhoeva, M., Muravey, N., Petiushko, A., & Oseledets, I. (2022, June).
CC-Cert: A probabilistic approach to certify general robustness of neural networks. In Proceedings of the
AAAI Conference on Atrtificial Intelligence (Vol. 36, No. 7, pp. 7975-7983).
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[1lpegckasaHns HEMPOHHOW CETU KaK Crny4vyanHblie
BENUYNHBI

Teopewma:
1 - t7. .. . 1
MycTb Y(7 = @ ; e'“" ecTb i.i.d. BbIDOpOYHblE cpeaHne, § ¢ (()7 1) M b= min <1, 5 max (Y7, .. .,Yk))
| k
—td tz tz 2 tzZ
Toma  P(b<e “E(e”)) < T ) u=I~EEe"),0°=V(*)
0-2

Pautov, M., Tursynbek, N., Munkhoeva, M., Muravey, N., Petiushko, A., & Oseledets, I. (2022, June).
CC-Cert: A probabilistic approach to certify general robustness of neural networks. In Proceedings of the
AAAI Conference on Atrtificial Intelligence (Vol. 36, No. 7, pp. 7975-7983).
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[1lpegckasaHns HEMPOHHOW CETU KaK Crny4vyanHblie
BENUYNHBI

Teopema:
I = iz 1
[MycTb Y(7 = @ ; e'“ ecTb i.i.d. BbIDOpOYHbIE cpeaHune, § < (07 1) N )= min (17 gmaX(Yl, o 7Y/.e)>
k
Toma (b < ¢ B () < | — ) . n=E(?),0? = V()
-

1
Takm 06pas3oM, C BbICOKOI BEPOSITHOCTbLIO BEPHO, YTO IP(Z > d) < miﬂ(l) 5 max(Yl, o Yk))

Pautov, M., Tursynbek, N., Munkhoeva, M., Muravey, N., Petiushko, A., & Oseledets, I. (2022, June). 28
CC-Cert: A probabilistic approach to certify general robustness of neural networks. In Proceedings of the
AAAI Conference on Artificial Intelligence (Vol. 36, No. 7, pp. 7975-7983).



[1lpegckasaHns HEMPOHHOW CETU KaK Crny4vyanHblie
BENUYNHBI

[okasaTenbCTBo:
1) Paley-Zygmund (1930): Mycts X > 0, ) € (O, 1). Torga

V(X)
PX <OBX)) < Gy T @ — 0B

2) P(Y; < 0E(Y;)) = P(Yi < dp) <

REAC Paley and Antoni Zygmund. On some series of functions,(1). In Mathematical Proceedings
of the Cambridge Philosophical Society, volume 26, pp. 337-357. Cambridge University Press,
1930.



[TpobnemMbl fOKa3aTeNbCTB B
MaLMHHOM 0BYy4YeHUn
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1) BbINONHUMOCTbL NpeanonoXXeHnn

[locTtaTouHas crnocobHOCTb K 06y4eHno mogenu S kak Heobxoaumoe ycrnoBme yCneLuHowm
AVNCTUNNALMN

h(S,z;) = h(T, z;) = yi,
|S(z:) — T(x:)||o < %,

OrpaHnyeHHOCTb rpagueHTa yHKUNNn fz =5,-T

B0o3MOXXHOCTb MOCTPOUTBL COCTA3ATENbHYIO aTaky Ha BCe MOAENM Sz 1 €7 +
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1) BbINONHUMOCTbL NpeanonoXXeHnn

1)  [ocTtaTtoyHasi cnocoBHOCTb k 06y4YeHuto mogenu S kak HeobxoarmMoe ycroBme yCrneLLHow

ANCTUNNSAUNn
h(S,z;) = h(T, z;) = y;, @
1S(xs) — T'(5)]|oo < %, BO3MOXHO
NpoOBEPUTL
SKCrnepuMeHTanbHo
2)  OrpaHuW4YeHHOCTb rpagueHTa OYHKUUN fZ =5,—-T &

3) B0O3MOXHOCTb NOCTPOUTL COCTA3ATENbHYIO aTaky Ha BCe MOLENU Sz 1 €7 +
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1) BbINONHUMOCTbL NpeanonoXXeHnn

[locTtaTouHas crnocobHOCTb K 06y4eHno mogenu S kak Heobxoaumoe ycrnoBme yCneLuHowm
AVNCTUNNALMN

h(S,z;) = h(T, z;) = yi,
|S(z:) — T(x:)||o < %,

HaKnagbiBaeT

AOMNOMHUTESbHbIE
OrpaHn4yeHHOCTb rpagmeHTa PyHKUUN fZ =5,—-T orpaHuyeHus Ha

COOTBETCTBYOLLWNN
K(byHKLI,I/IOHaJ'IbeIVI Knacc/

B0O3MOXXHOCTb MOCTPOUTbL COCTA3aTENbHYIO aTaky Ha Bce Moaenu Sz 1 €7 +
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2) YacTHbIN XapaKkTep pe3ynsLTaToB

O6paTVIM BHMMaHMWE Ha onncaHmne 3agadu.

“fMMycmb mpebyemcsi oueHUmb ycmou4ugocme (hukcuposaHHOU HeUpPOHHOU cemu K napamempuyecKkomy
803MYyUEHUIO 8XOOHbIX OaHHbIX U38€CMHO20 muria.

Ecnu eosmyuweHue HempusuarbHoU rpupodbl (KakK, Haripumep, addumueHble cocmsi3amersibHble amaku),
mo Heu3eecmHO, KakuM obpa3omM pedocmasumb 2apaHmuu ycmouyugocmu K makoMy 803MyWeHUro. ”
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2) YacTHbIN XapaKkTep pe3ynsLTaToB

O6paTVIM BHMMaHMWE Ha onncaHmne 3agadu.

“fMMycmb mpebyemcsi oueHUmb ycmou4ugocme (hukcuposaHHOU HeUpPOHHOU cemu K napamempuyecKkomy
803MYyUEHUIO 8XOOHbIX OaHHbIX U38€CMHO20 muria.

Ecnu eosmyuweHue HempusuarbHoU rpupodbl (KakK, Haripumep, addumueHble cocmsi3amersibHble amaku),
mo Heu38ecmHo, Kakum obpa3om npedocmasgume 2apaHmuu ycmouyugocmu K makoMy 803MyWeHUro. ”

Bonpoc: pa3sutne n npuMeHeHne Kakmx MHCTPYMEHTOB MOXET CNocoOCTBOBaTL Nony4vyeHuto bonee
byHOaMeHTanbHbIX TEOPETUYECKMX Pe3yrbTaToB B MalLMHHOM 00y4eHun?
35



Bce!




